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Plant applications require lots of I/O — but not all in one place as shown here...

Introduction

The latest generation modular Brodersen RTUs not only improve the functionality avaliable for our
traditional small-medium sized remote site applications, but they also meet the requirements of plant style
applications. Our previous generation of brick style RTUs have always supported I/O expansion and allowed
for creation of distributed 1/0 solutions, but their physical size, power requirements and limited functionality
of the I/0 modules meant that such solutions did not meet expectations, or match capabilities of large PLCs.

This application note describes how the RTU32M series I/0 modules can be used in plant applications where
I/0 is both distributed within a cabinet and located remotely around the plant on an Ethernet LAN.

RTU32M - with advanced PLC functionality suitable for plant applications:

- Secure local and remote access to configuration and diagnostics

- Small footprint, high density modular 1/0

- Failsafe, hot swap, smart I/O

- Online logic changes (including application restart with outputs held)

- Distributed I/0 (segmented bus)

- Remote I/O (serial and LAN based I/O - remote CPUs have no logic app or options)

- Redundancy options (multiple power supplies, CPUs, 1/O, LANs etc)

- Global variable ‘binding’ allows fast setup of a single plant wide logic application

- Future proof (option to include logic/smarts in the remote RTUs, when needs change)

- Modern platform, ensuring longevity and continued development of firmware and hardware
functionality (including new module types).



Most RTUs are well suited for remote site applications (typically <200 1/0)

In the past - when asked to highlight the differences and benefits of using an RTU versus a PLC, the benefits
of using RTUs focused on 1/0 isolation and SCADA protocols that are not well supported by PLCs, such as
IEC60870, IEC61850 and DNP3. These protocols allow for prioritisation of data, logging of time stamped
events, inclusion of data quality and described data formats, hence they are well suited for wide area SCADA
systems with geographically dispersed remote sites. As the majority of the remote sites had <200 I/0,
physical size and management of distributed I/O did not need to be considered — so the I/0 isolation and
protocol functionality was enough to make the RTU the best choice.

Not all RTUs suit plant applications (typically >200 distributed/remote 1/0)

Plant applications have large amounts of I/0 that need to be distributed remotely because of the various
separated areas that form the plant. The physical size of the I/0 is important, but the remote I/O must also
be managed by the primary/central PLC/RTU ie. as an extension of its own physical I/0.

Connection to

' |
: SCADA Host I
I i SWITCH :
' |
: Area 1 (~401/0) :
I 20x DI, 8x Al, 12x DO |
: Main Plant (~90 1/0) |
| 32x DI, 16x Al, 40x DO, 3x AO Area 2 (~401/0) :
: Primary RTU 20x DI, 8x Al, 12x DO :
' |
: Area 3 (~501/0) :
: Ethernet LAN 26x DI, 4x Al, 18x DO, 2x AO :
: Plant Boundary Remote ‘I/O Boxes’ :

Example Distributed 1/O Plant Application

Online RTU Configurator — Design what you need!

Our RTU Configurator %

allows creation of different BRODERSEN

RTU setups. Add power RTU Configuration Tool o |

supplies, CPU, 1/0 and e

comms modules to create Eqm.;."mf;m“ﬂ“fzi'il.'"t“f:fszﬁ;g«.mm?.'m " Longe _v| g
S ,

appropriate RTU layouts.

DI, 80, 4Al} [10-30 VDG v T
oD, B0, BOIE, E)

ot /0 and display

It's a bit differentto a
‘stacking bricks’ TETRIS

game, but still fun!

https://brodersen.com/RTUConfigurator/
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Large RTUs and Distributed 1/0 (expansion 1/0O using the RTU 10 Bus)

Each RTU32M supports up to 60 I/O modules. The overall backplane bus length can be up to 40m (assuming
that appropriate bus cables are used).

Power supply load is calculated as modules are added \
.

13% 15% 17% 19% 21% 23% 25% 27% 29% 31% 33% 35% 47% 60% 72%

Bps1A BB41B  BB21B BB21E BB21B BB21B BB21B BB21B BB21B BB21E BB218 BB21B BB2IE BB21B BB21B BB21B
® BBG1B

Large RTUs with significant I/O counts

13% 15% 17% 19% 21% 23% 25% 27% 25% 31% 33% 35% a47% 609 72% 12% 24% 36% 43% 50% 56% 63% 70%

(Opesia BB41B  BB21B  BB21B BB218 BB218  BB2I1E BB2IB BB21B B821B BE21B BB21B BB212 BB218 B22IB BB2IB BBAlE BB21B  BB2IB BE218 BB2IB B3218 BB21B BB2IE @ pp2ip
OF::55: Oee21c

Add power supplies as required

Cable length;
®25em

Ops6la BB41B BB21B BB21B BB216 BB215 BB21B BB21B BB218 88218 BB21B BB21E BE216 BE21B BB2IB  BB2IC BE41A SB21E EB218  BE2IB BE21B BB21B  BB2IC
[CEETSL]

The backplane power/data bus can be segmented across multiple racks
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Plant solutions need local and remote I/O to be managed in a single application
Most plant applications have a combination of distributed and remote I/0. An important consideration is
management of the remote I/O. It is much easier to manage the plant automation in a single/central logic
application if the remote I/0O is ‘connected’ by a background process that ensures remote 1/0 is referenced in
the same way as local I/0. This also avoids needing logic applications in the remote 1/0 sites.

Build it and they will come ...
It is very tempting to completely fill a test rack with
hundreds of RTU modules — just because we can!

Instead, we loaded it with four RTUs to represent the
main plant and 3x remote area locations of the
example plant application shown below.

Objective — prove one logic application can manage all I/0!

Area 1-remote I/O

MP324[E] " ps2aafif] ' pr20c[E] | AtesafH Dolzﬂ>

F ?W?TE'
O |

-
J

10m IO Bus
Segment

Y
15m 10 Bus
Segment

| SWITCH

Area 1(~401/0)
20x DI, Bx Al, 12xDO

32x DI, 16x Al, 40x DO, 3x A0

1
I
I
|
|
|
|
I
| Main Plant [~901/0)
I
I
I
I
|
|
|
|
1
1

Area 2(~401/0)
Primary RTU 20w DM, BxAl, 12x DO
Area 3 (~501/0)
Ethernet LAN 26x D, 4w Al, 18x DO, 2x AD
Plant Boundary Remote ‘1/0 Boxes’

Example Distributed I/0 Plant Application
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WorkSuite — managing the setup of multiple 1/0 locations
The Brodersen WorkSuite software makes it easy to setup and manage the sites. Each site has a ‘project’
that is listed in a common Workspace area as shown below eg. ‘10 Boxes 1-3’ and the ‘IO Box Master’.

h Brodersen WorkSuite - Test_Bind1.w3l
File Edit View Insert Project Tocls Window Help

= EAREN e ] e | 5 i | 1080xt & % 2 o B g &% Al
IWorkspace CUsers\Public\Documents\RTU32M\Test_Bind1allOBox1 - Brodersen RTU32 1O
S —
[ Exception progranis -% 0 9 2 3 4
a Programs ATU32ZM  PS24A  DI20C AIDBA  DO1ZR
[ Main -

[ ‘Wiatch [for debugging) o
EH Initial values
s Figldbus Configurations
ﬂ; Binding Canfiguration
&g Global defines

€ Varicbles " = Each 10 Box project has variables associated to the local
BB Types 'l
b B I0Bex2 g | S I/O (created using the 10 wizard).
b 3@ I0Box3 e . . . )
b D) I0Box Master A logic program is not required (but can be added later if
o F4 L. . o . . .
[All Projects) additional functionality is required at this location).
B
A
fak
: [2] DI20C (20 Digital Inputs (2 High Speed Counters))
Lj H 4
B [ Mame | Walue Symbol | Type | Channel
Art-Mo Dl20C 10Box1_Slat2_DI00 Input Bit 0
D escription 20 Digital Inputs [2 High Sp... 10Box1_Slat2 DI Input Bit 1
10Bowl_Slotz_DI0z Input Bit 2
10Box1_Slat2_DI03 Input Bit 3
10Box1_Slat2_DI04 Input Bit 4
10Bowl_Slotz_DI0S Input Bit 5
10Baw1_Slatz_DIOE Irput Bit B
10Box1_Slat2_DIO7 Input Bit 7
10Bowl_Slotz_DI0S Input Bit g
Download one/all projects Select the project to edit
Brodersen Work5uite - Test_Bind1.w3l
File Edit View Insert Project Tools Window Help
_| ~.-‘|.j| : B A : | i|IOBDX Master
Workspace
[ = I0Box
[ = I0Boxe
[ '3 I0Box3
4 3 10Box_Master
2 E xcephion programs
A Programs
@ b4 &in
A W atch (for debugging)
¥ Soft Scope
2= Fieldbus Configurations
m Binding Configuration
g Global defines
(a1 Varahbles
PR Types
[&ll Projects)
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The Global Binding Editor — mapping tables make association of remote 1/0 easy...

The Global Binding Editor allows the association of
tags from the various projects in the Workspace to
be made by dragging variables in to a table.

Communications between sites then occurs if any
of the producer data values change (without
needing to setup logic or comms tasks to
send/poll data).

An initial ‘proof of concept’ setup example.
Before creating a more complex solution, first look
at the simple example below. Here a few input
points from each location are ‘produced’ and sent
on change to remote consumer output points.

Note: this simple example is moving ‘physical I/0’
ie. Al and DI values from one site to AO and DO
values at another site.

‘Producers’ — send data on change

Brodersen WorkSuite - Test_Bind1.w3l

File Edit View Insert Project  Tecls Window Help
- | = vf| .j| 7] 3t Options..,
Workspace Customize...
Fa =]I0Box1
[ Excephion programs
] Programs
@ Main
[ wiatch [for debugaing)
EH Iritial waluss
& Fieldbus Corfigurations
Binding Configurati
m neng c.;n aurstion Generate Html Document...
8 g Global defines
{2 Variables Build Menitering Application...
P E Types & History...
b 3 I0Boxd %4 Global Binding Editor I}
b 12 10Bexd [ g Compare Project
I = 10Box_baster .
{4l Prajects) Clients '
SCL Editor
Communication Settings...
Runtime Parameters 3
Import...
Export...

Automation Script...

‘Consumers’ — receive data

Global Binding Editor - I0Box1 / pre———

1

| 10Box

I

|

|

E 2110Bo=1_5Slot3_alin :

4 10Box2 [192.168.11.22:9000] |

Connection Status |

b 110Bax2 Stz DION '

B 2L10Bo=2_Slot3_alin :

4 10Box3 [192.168.11.23:9000] |

Cornection Status |

b 7I0Box3 0100 |

4 10Box_Master [192.168.11.11:9000] :

Comnection Status |

B 1:Master_Slat?_ D00 |

b 2Master_Slot7_DMOT |

b 3Master S7 DMD2 __ Eg2 | Ir-
v, I

—— '

|0Bex1_Slotd_DOD0

m— |

I0Bow3_Skot2_A007

I0Box3 _SletZ_AD02

|0Box2_Slotd_DOD0

I0Box3 DOO0

I0Bex1_Slotd_DOOT

Master_Slot?_Di11

Master_Slot?_Di12

Egl. Input DIOO on IOBox1 activates output DM10 on the 10 Master
Eg2. Input DMO03 on the 10 Master activates outputs DO01 on each of the 3x remote |0 Boxes

In most plant applications the primary function of the binding protocol is to allow the master to have an

image of all remote variables (updates to input images are received from the remote site — writing to an

output image sends an update to the remote site). The variables associated to/from the remote sites can be

any variable type (not just physical I/0).
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The Global Binding Editor — link and point information, tag debounce/hysteresis
Each communications link reports its connection status and each point has additional status fields that
include error status and date and time stamps. Each point also has a hysteresis option to manage debounce
and significant change (minimises excessive event reporting).

2 | | I0Box | I0Box2 | I0Box3 | [I0Box_taster]
-, 4 10Box1 [192.168.11.21:9000]
Connection Status . m— I0Box]_Link_Fail=FALSE
4 TI0Box1_Slatz_DI0o Comms Link Status Master Slot7 DMIO=TRUE
Error Status | 10Box_rec_erar=0 |
D ate Stamp | 10Box1_rec_date=23 August 2020 |
Time Stamp . llDB_D’i—EC—_timE=EBESﬂ1E2Em_S _J

Remote Point Image of the Remote
Value (Producer) Point Value (Consumer) Link Identifier 21
W ariable
Point Status (1DBax1_Shot3_100 | [
ie. the master knows when each point [ Creats consumer variables
last changed and the link status 5 .
ysteresis
Hysteresis
Point properties Positive: E |
ie. when creating a produced ‘public’ variable by dragging a Negative: 100 |
tag in to the destination/consumer field, a consumer variable i
[ Symmetric
can be created and debounce/hysteresis values set.
Cancel

Back to the example plant application
The Master RTU has ~90 of its local I/O variables and ~130 remote I/O variables (‘tags of interest’) mapped
from/to the remote sites. The logic application interacts with the master list of variables (local/remote 1/0).

MP32AfE] | ps24afl ' 0126C[E] | ATesaff nouu‘

BT '
NO LOGIC APP. : ‘—

Area 1(~401/0) : Area 2 (~401/0)

20x DI, 8x Al, 12xDO
N ~

/ A \1\ i 4‘ ij y ‘
oy e von

Main Plant (~901/0)

Master E=— 32x DI, 16x Al, 40x DO, 3x AO
List of

Variables

Mapping of Local and Remote I/0 variables - Example Plant Application
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Note: the master has an additional 98 local I/O tags

associated to its own physical I/O.

Plant Application — the Binding Editor maps variables from/to the remote sites

The Binding Editor adds a column for each site. The first column holds producer variables. In the example

plant application, each remote site produces its physical inputs, as listed below.

4 10Box1 [192.168.11.21:9000]
Connection Status
1:I0Box1_Slat2_DI00
2|0Box]_Slot2_DIOY
3I0Boxi_Slotz_DI02
£I0Bow]_Slotz_DI03
5:|0Box1_Slot2_DI04
:I0Bawi_Slotz_DIOS
7:10Bawxi_Slotz_DIOG
%I0Box]_Slotz_DIOT
9:I0Box1_Slat2_DIOS
10:0Box1 _Slot2_D103
11:10Box1_Slot2_DI10
1210B0x1_5lot2_DI11
13I0Box1_Slat2_DI12
14:|0Box1_Slot2_DI13

[1g

[ 1

4 10Box2 [192.168.11.22:9000]
Connection Status
P 1:10Box2_Slat2_DI00
I ZI0Box2_Slot2_DI01
I ZI0Box2_Slat2_DI0Z
I &10Box2_Slt2_DI03
I El0Box2_Slat2_DI04
I B:l0Box2_Slat2_DI0OS
I F:0Box2_Slatz_DI0E
I B10Box2_Slht2_DIO7
I 310Box2 Slht2_DI0G
b 1010Box2_Slot2_DI09
I 11:10Box2_Slot2_DI10
I 1210Box2_Slotz_DI11
I 1310Box2_Shat2_DI12
I 1410Bax2_Slot2_DI13

4 10Box3 [192.168.11.23:9000]
Connection Status
T:10Box3_AI00

ZI0Box3_Al0
ZI0Box3 AID2
410Box3 A0
BI0B0x3_DI0O

Remote Input
Variables

E:I0Box3 DI
FI0Boxd DIO2
G:I0Box3 DIO3
3I0Box3 DI04
10:10Box3_DI0S
11:10Bok3_DIOE
12:10Bok3_DIO?
1310Bok3_DIOG
14:10B0x3_DI0Y

v T T T VYTV TV T W W W

15:10B 0x1_Slot

19:10Box1_Slat
20:10Box1_Slat

2210Box1_Slot

T T T VT VTV T W W T TV T T T T T T T T T

24:10B 0x1_Slot

motr_sol PRODUCED VARIABLES - B6XIREMOtElINPUTS:
17:10Box1_Slot

1si0Bor 5kl Each remote 10 Box project has variables associated to its own local I/0.

If a remote input value changes, a message is sent to the master.

2tieert S} The remote input values are mapped using the global binding editor to ‘internal’
2zi080n_sff  variables in the master from I/O input variables in the remote I/0O Box.

In the example plant application, the master produces its images of the remote physical outputs, as listed

below.

[10Box] [10Box2

[10Bo:x3

4 |0Box_Master [192.168.11.11:9000]
Connection Status
= 1:10Box1_Slotd_DO0O0

T W Bt B B oY =T

Master ‘image’ of
Remote Output

Variables
T e T
9:[0Box1_Slotd_DO0OS
10:0Box1_Slotd_DO0S
11:10Box1_Slotd_DO10

12:10Box1_Slot4_D0O11
13:10Box2_Slot4_DO0OO
T4:10Box2_Slotd_DOOT

15:10Box2_Slotd_DOO

0B o1 _Slatd_DOOO

0B o _jnbdmiii
|0Box1_|
10Bo=1_|

Remote Output Variables

0B 01 e
0B 0x1_Slotd_DOOS
|0Box1_Slotd_DOOG
|0Bex1_Slotd_DOOF
|0Box1_Slotd_DODS
I0Box1_Slotd_DOOY
I0Box1_Slotd_DO10
I0Bex1_Slotd_DOT1

|0Box2_Slotd_DOO0

|0Bos2_Slotd_DOOT

[T W R B B ¥ = Tutet

12:10Box2_Slotd_DO0OY

20:10Box2_Slotd_DO0O7
21:10Bax2_Slotd_DO0H

23:10Box2_Slot4_DO10

25:10Box3_Slot1_DM17
26:10Box3_Slot1 _DM13
27:10Box3_Slot]_DM13
28:10Box3_Slot1_DM14

16:10Box2_Slotd_ D003 .

1910802 Slotd_ D00 Fach remote 10 Box project has variables associated to its own local 1/0.

221080:2_5kot4_D00Y The remote output values are mapped using the global binding editor from
2410Ber2 slots_po11]  iNternal variables in the master to /O output variables in the remote 10 Box.

If a master output value changes, a message is sent to the remote |0 Box.

2%:10Box3_Slot1_DM15
30:10Box3_Slat1_DM16
A:I0Box3_Slot1_DM17
32:10Box3_Slot1_DM18

v T TV VY VY VYV VY VWY VYWV VW VW W W W W

e
I0Box3_Slot]_DM16
I0Box3_Slot]_DM17
I0Box3_Slot]_DM1g
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Plant Application — proving that it works
A selection of local and remote I/0 variables have been mapped to a simple pump controller application to
demonstrate/prove the concept.

Inst_Pump1_UDFB

¥ Name [Tais Pump1_UDFB
|0Box1 Slot2 DI19 BOOL o SERALIE GEORCATE
| 10Box1_SIot3_Al00 REAL |~ 10Box1 Slot2 DIOO Pump_Fault Flow_This_Run
[OBax1_Slota_AlO1 REAL Master Slot7 DMOO Tank_Overflow Flow_Last Run
|0Box1_Slot3_Al02 REAL 10Box1 Slot4 DOOO Pump_Running Flow_Total
|0Box1_Slot3_Al03 REAL |10Box1 Slot3 AIOD Tank_Level
|0Box1_Slot3_Al04 REAL I0Box2 Slot3 AIOD Flowrate
|0Bax1_Slot3_Al05 REAL 9.50 Stop_StPt
|OBOX1_S| 0t3_h|06 REAL 350 Start_StPt
I0Box1_Slot3_AIOT REAL
[0Box2_Slot2_DIOO BOOL
0Box2_Slot2_DI01 BOOL
[0Box2_Slot2_DI02 BOOL
I0Box2_Slot2_DI03 BOOL
[0Box2_Slot2_DI04 BOOL
I0Box2_Slot2_DI0A BOOL
@ & & ro8ox Mester &% e fo]  EARN = Bimp nd B
| mm@® [C:UsersiPubliciDocuments\RTU32MiTest_Bind20Box_Master - Test_Prog1]
= EXAMPLE LOGIC: Showing /0 variables mapped toffrom remote and distributed /0 values
)
Inst_Pump1_UDFB
Fumpl_UDFB
I Stn_AUTO AUTO_CALL
-+ 10Box1 Slot2 DIO0 = FALSE Pump_Fault Flow_This_Run— P1_Flow_This_Run = 154
— Master Slof7 DMOO = FALSE [Tank_Overflow Flow_Last Runfi— P1_Flow_Last_ Run=10
= Pump_Running Flow_Total— P1_Flow_Total = 0 154953
IDBox1 Slot3 AIDD = 575943 Tank_Level
ok I0Box2 Slot3 AIOD =7.0433 Flowrate
= 9.50 stop_stPt
— 350 start_stPt
; Station Auto @
i Tank Overflow{
(¥ Iy
4|
G
p Pump Called{@ @Pump Running
- Pump Fault@§
ErS
= Flowrate
ud

Flow Total This run Last run
[ osske | [ 1saL | [ oL |

Example Plant Application Logic — online with some remote 1/0

Get on the Brodersen Bus — local and remote I/O solutions!

Very remote I/0 — far far away in Melbourne Australia...
Watch our 10m video to find out if the test application worked.

https://brodersen.com/training/

Additional product information is available from our website,

X

BRODERSEN

simplifying systems

or from the authorised distributor in your region.

>

http://www.brodersen.com
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